
X
′[:, u2] < s2

D1 = {X1,Z1} D2 = {X2,Z2}

D3 = {X3,Z3}

X
′[:, u2] ≥ s2

X[:, u1] ≥ s1

{u1, s1}

{u2, s2}

T : diagram

X
′ ≡ X[:, u1] < s1

u2

D1

D3

u1

D2

s1

s2

T : graphically

Figure 3: An example tree T with two splits, resulting in three regions, shown in a diagram
(left) and pictorially (right). The notation X[:, u] < s represents a subsetting of the design
matrix X by selecting the rows which have uth column less than s, i.e. columns {i : xiu < s},
so that X1 has the rows I1 of X where I1 = {xiu1

< s1 & xiu2
< s2}, etc. The responses are

subsetted similarly so that Z1 contains the I1 elements of Z. We have that ∪jDi = {X,Z}
and Di ∩Dj = ∅ for i $= j.

which is similarly preferred over (8) with K = I(1 + g).
The statistic for expected improvement (EI; about the minimum) is the same

under the LLM as (10) for the GP. Of course, it helps to use the linear predictive
equations instead of the kriging ones for ẑ(x) and σ̂2(x).

2.3 Treed partitioning

Nonstationarymodels are obtained by treed partitioning and inferring a separate
model within each region of the partition. Treed partitioning is accomplished
by making (recursive) binary splits on the value of a single variable so that
region boundaries are parallel to coordinate axes. Partitioning is recursive, so
each new partition is a sub-partition of a previous one. Since variables may be
revisited, there is no loss of generality by using binary splits as multiple splits
on the same variable are equivalent to a non-binary split.

Figure 3 shows an example tree. In this example, region D1 contains x’s
whose u1 coordinate is less than s1 and whose u2 coordinate is less than s2.
Like D1, D2 has x’s whose coordinate u1 is less than s1, but differs from D1 in
that the u2 coordinate must be bigger than or equal to s2. Finally, D3 contains
the rest of the x’s differing from those in D1 and D2 because the u1 coordinate
of its x’s is greater than or equal to s1. The corresponding response values (z)
accompany the x’s of each region.

These sorts of models are often referred to as Classification and Regression
Trees (CART) [2]. CART has become popular because of its ease of use, clear
interpretation, and ability to provide a good fit in many cases. The Bayesian
approach is straightforward to apply to tree models, provided that one can
specify a meaningful prior for the size of the tree. The trees implemented in
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